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Source: https://austinhenley.com/blog/copilotpainpoints.html

Companies everywhere 
are launching 

copilots

AI assistants that 
leverage LLMs to 

help solving a specific 
task

https://austinhenley.com/blog/copilotpainpoints.html
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Visual Elements
[…]

Prompting



Prompting
Test out prompt engineering baselines with API from Microsoft (GPT3.5-turbo)

Strategies:
⚬Zero-Shot

▪ A prompt that describes the problem of building a chatbot dialog as well as states 
the vocabulary of the available visual elements

⚬Few-Shot

▪ Add multiple examples of input task descriptions and their expected outputs

⚬Few-Shot with Instructions

▪ Add the information about specific rules that need to be enforced 
to render the generated output in the UI



Performance
Hallucinations

Percentage of predictions that contain hallucinations. Hallucinations are unexpected predictions which 
include (1) format validation, (2) vocabulary validation and (3) rule validation

HitRate

Is 1 when the prediction 100% matches what is expected, else 0

Hallucinations HitRate

Zero-Shot 30.67 % 1.31 %

T = 0.0Few-Shot 20.22 % 2.13 %

Few-Shot with Instructions 23.57 % 0.68 %

Zero-Shot 46.44 % 2.09 %

T = 0.7Few-Shot 12.63 % 1.75 %

Few-Shot with Instructions 25.70 % 0.69 %





Adapting LLMs
•OpenAI GPT3.5-turbo (large)
⚬https://learn.microsoft.com/en-us/azure/ai-services/openai/tutorials/fine-tune

•Mistral 7B Instruct (mid)
⚬https://arxiv.org/pdf/2310.06825.pdf

•LLaMa 3B (small)
⚬https://arxiv.org/pdf/2302.13971.pdf

•Sheared LLaMA 1.3B (tiny)
⚬https://arxiv.org/pdf/2310.06694.pdf

https://learn.microsoft.com/en-us/azure/ai-services/openai/tutorials/fine-tune
https://arxiv.org/pdf/2310.06825.pdf
https://arxiv.org/pdf/2302.13971.pdf
https://arxiv.org/pdf/2310.06694.pdf


Training Data

What does this

dialog do?

Input Output

A location-based financial service that allows users to transfer money, check 
wallet status, and find nearby branches.

[…]

Multi-functional tool that assists users with money transfers, currency 
exchange, and locating branches of a specific business.

[…]

Create a location-based service that helps users find branches, transfer 
money, and exchange currency.

[…]

Domain-specific 
configuration of visual elements



Training Data
Input Output

A location-based financial service that allows users to transfer money, check 
wallet status, and find nearby branches.

[…]

Multi-functional tool that assists users with money transfers, currency 
exchange, and locating branches of a specific business.

[…]

Create a location-based service that helps users find branches, transfer 
money, and exchange currency.

[…]

BUT WE DON’T HAVE 
THIS KIND OF DATA !!!



Synthetic Data
Hypothesis: You can use GenAI (e.g., GPT3.5-turbo) to synthetically create description data

NEED FOR PRIOR
DATA CLEANING,

TEXT STANDARDIZATION,
ANONYMIZATION

& 
PROMPT ENGINEERING 



Fine-Tuned Models

https://github.com/huggingface/peft

https://github.com/h2oai/h2o-llmstudio

Use LoRA to fine-tune visual element generation on own data

https://github.com/huggingface/peft
https://github.com/h2oai/h2o-llmstudio


AI

LLMs fine-tuned 
on relevant data

Visual Elements
[…]

Fine-Tuned Models



Fine-Tuned Models
Fine-tuned LLMs were able to achieve

•Number of Hallucinations significantly lowered from 12.63% → the best performance of 0.04% 

•A HitRate that improved from 0.68% - 2.13%  → 18.81% - 26.72%

Hallucinations HitRate

Sheared LLaMA 1.3B (tiny) 0.04 % 18.81 %

LLaMa 3B (small) 0.19 % 18.89 %

Mistral 7B Instruct (mid) 15.34 % 26.72 %

OpenAI GPT3.5-turbo (large) 1.96 % 15.78 %



Inference
For inference, you can use Huggingface’s text generation API

• https://github.com/huggingface/text-generation-inference

Mistral-7B on NVIDIA’s Volta architecture requires the use of llama.cpp

• https://github.com/ggerganov/llama.cpp

VRAM

Sheared LLaMA 1.3B (tiny) 5.1 GB

LLaMa 3B (small) 9.5 GB

Mistral 7B Instruct (mid) 13.6 GB
https://github.com/vllm-project/vllm

https://github.com/huggingface/text-generation-inference
https://github.com/ggerganov/llama.cpp
https://github.com/vllm-project/vllm




Human feedback is in a binary format? 

There is an imbalance between the number 
of desirable and undesirable examples?

In that case, KTO is the natural choice!

Human-Aware Loss Functions 

https://github.com/ContextualAI/HALOs

https://github.com/ContextualAI/HALOs


Source: https://lilianweng.github.io/posts/2018-01-23-multi-armed-bandit/

Multi-Armed Bandits

https://lilianweng.github.io/posts/2018-01-23-multi-armed-bandit/


Multi-Armed Bandits

Kaufmann, E. Bayesian and Frequentist Methods 
in Bandit Models. 2013



Multi-Armed Bandits

Kaufmann, E. Bayesian and Frequentist Methods 
in Bandit Models. 2013



Multi-Armed Bandits



Questions?
Emanuel Lacić

Principal Engineer @ Infobip

 emanuel.lacic@infobip.com

     @elacic1

     /in/elacic

http://elacic.me

mailto:emanuel.lacic@infobip.com
http://elacic.me/

	S
	Slide 1:  Is Prompting Enough?   The Process of Making a Copilot for UI-based Chatbot Builders 
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7: Prompting
	Slide 8: Prompting
	Slide 9: Performance
	Slide 10
	Slide 11: Adapting LLMs
	Slide 12: Training Data
	Slide 13: Training Data
	Slide 14: Synthetic Data
	Slide 15: Fine-Tuned Models
	Slide 16: Fine-Tuned Models
	Slide 17: Fine-Tuned Models
	Slide 18: Inference
	Slide 19
	Slide 20: Human-Aware Loss Functions 
	Slide 21: Multi-Armed Bandits
	Slide 22: Multi-Armed Bandits
	Slide 23: Multi-Armed Bandits
	Slide 24: Multi-Armed Bandits
	Slide 25


